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Morphological characterization of bicontinuous structures in polymer blends and microemulsions
by the inverse-clipping method in the context of the clipped-random-wave model
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A method is proposed to determine the spectral function of the clipped-random-wave~CRW! model directly
from scattering data. The spectral functionf (k) ~k is a wave number! gives the distribution of the magnitude
of wave vectors of the sinusoidal waves that describes the essential features of the two-phase morphology. The
proposed method involves ‘‘inverse clipping’’ of a correlation function to obtainf (k) and does not require any
a priori assumptions forf (k). A critical test of the applicability of the inverse-clipping method was carried out
by using three-component bicontinuous microemulsions. The method was then used to determinef (k) of the
bicontinuous structure of a phase-separating polymer blend.f (k) for the polymer blend turned out to be a
multipeaked function, whilef (k) for the microemulsions exhibits a single broad maximum representing peri-
odicity of the morphology. These results indicate the presence of the long-range regularity in the morphology
of the polymer blend. Three-dimensional~3D! morphology corresponding to the scattering data of the polymer
blend was generated using the CRW model together with the multipeakedf (k). Interface curvatures of the 3D
morphology calculated fromf (k) were measured and compared with those experimentally determined directly
from the laser scanning confocal microscopy in the same blend.

PACS number~s!: 68.35.Ct, 42.30.Wb, 47.20.Hw, 83.70.Hq
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I. INTRODUCTION

Studies of bicontinuous structures in nature have been
attractive research theme. They are formed in a variety
condensed-matter systems, such as binary mixtures of p
mers, simple liquids, metallic alloys, and inorganic glasse
the course of phase separation called spinodal decompos
~SD! @1,2#. In other cases, bicontinuous equilibrium stru
tures are formed in microemulsions~where the structures ar
spatially disordered! @3,4#, lyotoropic cubic phases of am
phiphilic systems@5#, and microphase-separated block c
polymers@6# ~both spatially ordered!.

The bicontinuous structures of polymer blends have b
extensively studied by measuring characteristic lengths,
the characteristic wavelength of concentration fluctuatio
Lm . Since one of the dominant driving forces of the pha
separation is the reduction of an excess interfacial free
ergy associated with the interface area, studies of local sh
and its time evolution are required. Hence interface rela
quantities, such as interface area per unit volume and in
face thickness, were determined by scattering techniq
@7,8#. Until recently, however, one of the most essential
terface related parameters, i.e., interfacial curvatures, was
able to be determined. We quantitatively measured the in

*Present address: Department of Polymer Science and Engi
ing, Kyoto Institute of Technology, Matsugasaki, Kyoto 606-858
Japan. Electronic address: hjinnai@ipc.kit.ac.jp

†Present address: Structural Biophysics Laboratory, The Inst
of Physical and Chemical Research~RIKEN!, 1-1-1 Kouto, Mi-
kaduki, Sayo, Hyogo 679-5148, Japan.
PRE 611063-651X/2000/61~6!/6773~8!/$15.00
an
of
ly-
in
ion

-

n
g.,
s,
e
n-
pe
d
r-

es
-
ot
r-

face curvatures on the basis of the differential geometry fr
the three-dimensional~3D! image of the interface obtaine
by using laser scanning confocal microscopy~LSCM! @9#.
Unfortunately, however, it is sometimes difficult to expe
mentally obtain 3D interface structures due to some exp
mental difficulties; for example, some structures may be
small ~nanometer scale rather than micrometer scale!, or
some samples may be too turbid to observe under~optical!
microscopy. Even though the size of the structure is be
the resolution of the optical microscopy, it may still be po
sible to obtain 3D structural images by employing transm
sion electron microscopy~TEM! combined with computer
tomography. This technique, however, requires extens
and complicated sample preparation.

It would be convenient if one could estimate 3D interf
cial structures directly from scattering data. In the scatter
experiments, it is feasible to ‘‘tune’’ the wave number~and
thus the observable spatial scale! by changing the wave-
length of the incident radiation, which may reduce the e
perimental difficulty associated with the microscopy me
tioned above. Note that the magnitude of the wave numbe
defined as

q[~4p/l!sin~u/2!, ~1!

wherel andu are, respectively, the wavelength of the inc
dent beam and scattering angle in the medium.

A ‘‘clipped-random-wave~CRW!’’ model was first pro-
posed by Cahn in order to generate 3D structures formed
SD @10#. The model was later modified by Berk to analy
scattering data and generate 3D structures correspondin
the scattering data@11#. A random Gaussian field generate
by superposing many sinusoidal waves with random pha
and with their wave vectors oriented in all directions wi
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equal probabilities is ‘‘clipped’’ to generate the two-pha
morphology. In the framework of the CRW model, an ess
tial feature of the structure is incorporated through a funct
called spectral function in Fourier space, which describes
distribution of the sinusoidal waves with the magnitude
the wave vectors,k. The function may differ from system to
system.

The CRW model has been used extensively to analyze
scattering data in three-component~water/oil/surfactant! mi-
croemulsions. Chenet al. @4# proposed a peaked spectr
function @described later in Eq.~7!#, which was able to quan
titatively reproduce their small-angle neutron scatter
~SANS! profiles of the microemulsions. Furthermore, t
CRW model, along with Chen’s spectral function~hereafter
referred to as a modified-Berk, or MB model! was used to
estimate the area-averaged Gaussian curvature,^K&, of the
microemulsions@12#.

The MB model was also applied to a polymer blend. T
model reasonably reproduced a light-scattering~LS! profile
of the blend in the late stage SD@13#. There was a resem
blance between the structure of the polymer blend and tha
the microemulsions, despite the fact that these two syst
differ in the characteristic length scale by a factor of ab
250. We note here that the length scale of the polymer bl
is typically of the order of micrometers, whereas that of t
microemulsions is of the order of 100 Å. In theq region
smaller than theq at scattering maximum,qm , the scaled
intensity of the polymer blend was weaker than that of
MB model at the correspondingq region. The scattering in
tensity profile at the low-q region may be related to the the
mal noise of the system. The more the thermal noise pla
substantial role, the stronger the scattering intensity
comes. Hence the thermal noise may play a more substa
role in the microemulsions than in the polymer blend. Ho
ever, until now, a fundamental question as to whether or
Chen’s spectral function, used to analyze the LS data of
polymer blend is an appropriate function, has remained
solved.

In the present paper, we propose a method to estimate
spectral functiondirectly from the scattering data withou
any assumptions. The spectral function derived from
scattering data of a polymer blend will be compared w
that of microemulsions in order to discuss fundamental
ferences between the two systems. In addition, a 3D inter
generated from the spectral function in the context of
CRW model will be presented~Sec. IV D!. Interface curva-
tures calculated from the generated 3D interface will be co
pared with the results obtained from the correspondingreal
3D interface taken by the laser scanning confocal micr
copy.

II. THEORETICAL BACKGROUND

In general, the intensity distribution of LS and SAN
from an isotropic two-component~e.g.,A andB) porous ma-
terial can be calculated from a Debye correlation functi
G(r ), by the following formula:

I ~q!5^h2&E
0

`

4pr 2G~r !
sin~qr !

qr
dr, ~2!
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where^h2&5vAvB(rA2rB)2. vA andvB refer to the volume
fractions of the phases rich inA and B. rA and rB denote,
respectively, the corresponding refractive indices for LS a
the scattering lengths for SANS. There are two physi
boundary conditions:G(r→0)51 and G(r→`)50. Be-
sides these conditions, the most important property ofG(r )
is that it has a linear term in the smallr expansion to ensure
a finite interfacial area per unit volume,S/V:

G~r→0!512
1

4vAvB

S

V
r 1•••. ~3!

Cahn proposed a scheme for generating a 3D morpho
of a phase-separatedA-B alloy by clipping a Gaussian ran
dom field generated by superposing many isotropically
rected sinusoidal waves with random phases@10#. Later,
Berk further extended Cahn’s idea for the purpose of ana
ing scattering data@11#. An important relation between th
two-point correlation function in the random Gaussian fie
and the Debye correlation function was derived. In Ber
original paper, however, he only discussed a spectral fu
tion that is ad function @11#. This produced a morphology
that is only partially disordered.

In the random wave model of Berk, the Gaussian rand
field c(rW) is constructed by the following sum:

c~rW !5
1

AN
(
i 51

N

cos~kW i•rW1w i !, ~4!

where the directions of the wave vectorkW i are sampled iso-
tropically over a unit sphere and the phasew i is distributed
randomly over the interval (0,2p). Note that the Gaussian
random field is normalized so that the field describing
local concentration ofA and B fluctuates continuously be
tween21 and 1 asN→`. The statistical properties of th
Gaussian random process are completely characterize
giving its two-point correlation function g(urW12rW2u)
5^c(rW1)c(rW2)&. The associated spectral functionf (k) is re-
lated to it by the Fourier transformation

g~ urW12rW2u!5E
0

`

4pk2f ~k!
sin~kurW12rW2u!

kurW12rW2u
dk. ~5!

Note f (k) describes the essential features of the morpholo
This c(rW) function representing a continuous Gauss

random field is then clipped to generate an interface and
results in the two-phase morphology. The correlation fu
tion G(r ), representing a two-state-discrete random field
then obtained fromg(r ) via the van Vleck transformation
given by Eq.~6! below. Namely, the field assigns21 to all
negative signals representingA and11 to all positive signals
representingB. ThenG(r ) for this discrete random field~i.e.,
an ideal random two-phase system! for the isometric case
namelyvA5vB , is given as

G~r !5
2

p
sin21@g~r !#. ~6!

In this way,G(r ) has a linear term in the smallr expansion.
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A suitable form of the spectral function for the micro
emulsions was proposed by Chenet al. @4#, which is an in-
verse sixth-order polynomial ink containing three param
eters:a, b, andc. It is

f mE~k!5
8pb@a21~b1c!2#/~2p!3

~k21c2!@k422~a22b2!k21~a21b2!2#
. ~7!

This form is an extension of the well-known structure fac
proposed by Teubner and Strey for bicontinuous microem
sions@14#. The corresponding two-point correlation functio
can be written down analytically using Eq.~5! and has a
quadratic term in the smallr expansion:

g~r !5
1

a21~c22b2! H ~a21c22b2!
sin~ar !

ar
e2br

12b
e2cr2e2brcos~ar !

r J
512

1

6 H ~a21b2!21c2~a2b!~a13b!

a21~c2b!2 J r 21•••.

~8!

G(r ) can be calculated from thisg(r ) using Eq.~6!. The
intensity distribution of LS and SANS can be calculated
G(r ) using Eq.~2!. The parametersa, b, andc are evaluated
by fitting the scattering intensity distribution to the expe
mentally observed scattering data. The first two parame
a and b, have their approximate correspondence in
Teubner-Strey theory~‘‘TS theory’’ !. In the TS theory, the
Debye correlation function is given by GTS(r )
5e2r /j@sin(2pr/d)/(2pr/d)#. The correspondences area
'2p/d andb'1/j, whered is the interdomain repeat dis
tance andj the coherence length of the local order. T
parameterc controls the transition to the largeq behavior of
the scattering intensity, which may be related to the per
tence length of the interface.

As mentioned in Sec. I, although the spectral funct
f mE(k) for the microemulsions@Eq. ~7!# reproduced the LS
function of a polymer blend to some extent, it remains u
clear whether or notf mE(k) is an appropriate one. One wa
to avoid this problem is to find the spectral function from t
scattering datawithout any assumption. Equations~2! and~5!
are the spherical Fourier transformation and the revers
operation, respectively. HenceG(r ) can be found by using
the inverse Fourier transformation; i.e.,

G~r !5E
0

`

4pq2I ~q!@sin~qr !/qr#dq/^h2&. ~9!

g(r ) can then be obtained using the following relation b
cause the ‘‘clipping’’ operation of Eq.~6! is mathematically
reversible:

g~r !5sin@~p/2!G~r !#. ~10!

We refer to this operation as the ‘‘inverse-clipping’’ metho
The spectral functionf (k) is now evaluated by the invers
operation of Eq.~5!:
r
l-

rs,
e

s-

-

le

-

.

f ~k!5E
0

`

4pk2g~r !@sin~kr !/kr#dr. ~11!

Thus the spectral function can be found directly from t
experimental scattering profiles without anya priori assump-
tion.

III. EXPERIMENTS

The polymer blend used in the present study was a m
ture of perdeuterated polybutadiene~DPB! and polybutadi-
ene ~PB! at the critical composition. Both polymers wer
synthesized by living anionic polymerization. The numbe
average molecular weight (Mn) of DPB was 1283103. The
heterogeneity index for a molecular weight distributio
Mw /Mn (Mw is the weight-averaged molecular weight!, was
1.12. PB had Mn588.93103 and Mw /Mn51.07. The
DPB/PB mixtures with a composition of 46 wt. % DPB an
54 vol % PB were dissolved in benzene and lyophilize
Note that the DPB/PB blend has an upper critical solut
temperature-type phase diagram whose critical tempera
is approximately 110 °C. The mixture was annealed at 40
for 1675 min. The phase-separated structure was observe
3D by using laser scanning confocal microscopy~Carl Zeiss,
LSM410TM) @15#. The optical axis of the microscopy, whic
is perpendicular to the focal plane (x-y plane!, is defined as
thez axis. Experimental details can be found elsewhere@16#.

Ternary mixutures of heavy water (D2O), n-octane,
and tetraethylene glycol monodecyl ether (C4E10) were used.
Volume fractions of the surfactant (fs), water (fw), and oil
(fo) were, respectively, 0.132, 0.434, and 0.434. For a n
ionic surfactant of this type, a variety of structures a
formed due to the balance between the hydrophilicity and
hydrophobicity in the ternary system. There is a range
temperatures where the hydrophobic nature of the hydro
bon tail of the surfactant is nearly matched by the hydrop
licity of the molecular head group. At such temperatures,
one-phase microemulsion becomes thermodynamic
stable. For the particular concentration of surfactant u
here, the one-phase region@17# spans the temperature rang
from about 18.3 to 21.3 °C. The microstructure consists
interpenetrating domains of water and oil, having charac
istic dimensions of the order of 10 nm, with most of th
surfactant molecules sitting at the interface.

SANS measurements were carried out for the microem
sion at the JRR-3M Research Reactor, Japan Atomic Ene
Research Institute~JAERI!, Tokai-mura, using the SANS-
instrument. A monochromatic neutron beam of wavelen
l50.435 nm was used. The samples were mounted o
temperature controlled four-position sample changer un
the control of the instrument computer. Neutrons scatte
by the microemulsions were recorded on a two-dimensio
area detector, software coded as 1283128 pixels. Two dif-
ferent detector positions from the sample were used,
1.35 m and 6 m, in order to expand theq range. The defini-
tion of q is given by Eq.~1!.

IV. RESULTS AND DISCUSSION

A. Test of validity of the ‘‘inverse-clipping’’ method

Let us first comparef (k), calculated directly from the
inverse-clipping method described in Sec. II, andf mE(k),
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obtained based on the MB model for the microemulsion s
tem. Figure 1 shows SANS intensity distributionI (q) as a
function of q for the microemulsion at 20.3 °C. The ope
circles and the solid line in the figure represent the SA
profile and the best fit of the MB model to the data, resp
tively. f mE(k) was used in the fitting. As shown in Fig. 1, th
MB model quantitatively reproduced the experimentally o
tained SANS intensity distribution. The obtained paramet
were a52.2831021 nm21, b56.9331022 nm21, c
55.8231021 nm21. We now define a quantity~called a
disorder parameter!, b/a, which is (1/2p)(d/j). This pa-
rameter shows the relative ratio between the periodicity
the order and the coherence length of the local order.
disorder parameter for the microemulsion shown in Fig
turned out to be 0.3, which is in agreement with the previo
value obtained from the same microemulsion at a sim
composition and temperature; i.e.,b/a50.25 @13#.

As proposed in Sec. II,f (k) was calculated from the
inverse-clipping method. In the actual calculation, the SA

FIG. 1. SANS profile I (q) (s) of the microemulsion
(H2O/n-octane/E4C10). The solid line is a best fit of modified-Ber
model (a52.2831021 nm21, b56.9331022 nm21, c
55.8231021 nm21).
-

S
-

-
rs

f
e

1
s
r

intensity I (q) was first extrapolated in such a way that t
asymptotic scattering behavior showsqn and q24 in the q
regions smaller and larger than theq value at the scattering
maximum qm , respectively, as shown by the solid line
Fig. 2~a!, in which n was set to zero in this particular cas
The extrapolation was necessary for the accurate estima
of G(r ) through the inverse Fourier transformation ofI (q)
@Eq. ~9!#, the inverse clipping ofG(r ) @Eq. ~10!#, and the
inverse Fourier transformation ofg(r ) @Eq. ~11!#.

In Fig. 2~b!, f (k) thus evaluated directly fromI (q) is
presented as the solid line. Note thatf (k) did not rely on any
kinds of assumptions. The dotted line in Fig. 2~b! shows
f mE(k) independentlycalculated by inserting the three leng
parameters obtained from the fitting~see the solid line in Fig.
1! of the MB model to Eq.~7!. f mE(k) thus obtained showed
a single broad peak with the asymptotic behavior ofq26 in
the high-q region. The spectral functions evaluated from t
two independent methodsquantitatively agreed over the
wide intensity range as large as three orders of magnitu
which shows the validity of the application of the invers
clipping method to obtainf (k).

B. Fitting the structure factor by the MB model in the phase-
separated DPBÕPB mixtures

In our previous study@13#, f mE(k) was used to fit a LS
profile from a bicontinuous phase-separated structure o
mixture of polyisoprene~PI! and DPB. It was found that the
MB model was able to capture the essential morpholog
features of the bicontinuous structure. In the present pa
we will use the structure factor of the DPB/PB mixture ha
ing the critical composition in the late stage of SD~annealed
at 40 °C for 1675 min!, which was obtained in the following
way: The 3D phase-separated structure of the DPB/PB m
ture was observed by LSCM~presented later in Fig. 6!. In
the LSCM measurements, the interface between the D
rich and PB-rich phases was obtained in 3D. The struct
factor S(q) of the DPB/PB mixture was obtained by usin
the 3D Fourier transformation@18#. S(q) of the DPB/PB
mixture is shown to be in quantitative agreement with t
structure factor obtained from a computer simulation ba
on the time-dependent Ginzburg-Landau equation with
drodynamic effects@19#. Therefore the DPB/PB blend is on
of the best experimental systems to represent a mode
d
-

FIG. 2. ~a! SANS profile I (q) (s) and ex-
trapolated profile for the inverse-clipping metho
~solid line! of the microemulsions. The extrapola
tion was performed asI (q)5const in smallq and
I (q)}q24 in large q. ~b! Spectral functionsf (k)
obtained from the inverse-clipping method~solid
line! and modified-Berk fitting~dotted line: a
55.5531021 mm21, b51.6431021 mm21, c
51.10 mm21).
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binary fluid mixtures, and thusS(q), used here, has univers
features in common with them@20#.

Let us first demonstrate the fitting ofS(q) by the MB
model, i.e., the CRW model withf mE(k) @Eq. ~7!#. In Fig. 3,
the open circles and the solid line show, respectively,S(q)
obtained from the LSCM experiment and the best fit by
MB model. The MB model reasonably describedS(q) of the
bicontinuous structure~see Fig. 3!, especially in theq region
satisfyingq.qm . The MB model, however, failed to repro
duce the scattering profile in theq region smaller thanqm :
The structure factor of the polymer mixture showedq4 be-
havior @see also Fig. 4~a! and related comments later#, while
the MB model predictedq0. Moreover, the weak scatterin
maximum or ‘‘shoulder’’ appeared inS(q) of the DPB/PB
blend at aroundq.1.8 mm21;3qm , which was less appar
ent in the MB model. Note that these features were a
observed in the fitting of the MB model to the DPB/PI ble
@13#. Three parameters,a55.5531021 mm21, b51.64
31021 mm21, andc51.10 mm21, were obtained from the
fit. The disorder parameterb/a was approximately 0.3
which is somewhat larger than the value obtained from

FIG. 3. Structure factorS(q) of the phase-separated DPB/P
blend (s). The solid line is a best fit of modified-Berk model.
e

o

e

DPB/PI blend; i.e.,b/a50.16 @13#.
Although the MB model captures overall features of t

structure factor of the DPB/PB mixture as described in
preceding paragraph, the fit was not perfect. Considering
fact that the microemulsion is an equilibrium structure wh
the phase-separated structure of the DPB/PB mixture
transient one, and thus the physical origin of the formation
the structures is different, the spectral function origina
proposed for the microemulsion, i.e.,f mE(k), may not be
appropriate to describe the morphological features of
polymer mixture. As for the symmetric or nearly symmetr
polymer mixtures, the time-dependent Ginzburg-Land
model @19# gives a better prediction than the MB model.

C. Spectral function of the DPBÕPB phase-separated polymer
mixture

We now apply the inverse-clipping method to the stru
ture factor obtained from the phase-separated DPB/PB m
ture. Figure 4~a! showsS(q) used for the evaluation of the
spectral function,f blend(k), intrinsic to the bicontinuous
structure of the DPB/PB polymer blend by the invers
clipping method. The open circles representS(q), obtained
from the 3D LSCM structure with the Fourier transform
tion. It was extrapolated in such a way thatS(q) hadq4 and
q24 in theq region smaller and larger thanqm , respectively.
q24 is the Porod scattering representing the existence of
sharp interface@21–23#. q4 is a prediction from the theorie
of Yeung @24# and Furukawa@25# for spinodally decom-
posed bicontinuous structures for the conserved-order
rameter system.

The spectral functionf blend(k) determined directly from
S(q) of the DPB/PB mixture is presented in Fig. 4~b! ~solid
line!. For comparison, the spectral function for the DPB/P
blend evaluated from the MB model, which was calculat
from f mE(k), together with the three parameters obtain
from the fitting presented in Fig. 3, are displayed as a do
line. The two spectral functions show a qualitative agre
ment. An agreement was obtained in the asymptotic beha
of k26 at k.km . Herekm is the wave number at whichf (k)
becomes a maximum. However, we note the following t
important differences between them. One of the most sign
cant differences between the two spectral functions is
f blend(k) showed a distinct second-order maximum atk
g

FIG. 4. ~a! Structure factor (s) and extrapo-
lated profile for the polymer blend~solid line!.
The extrapolation was performed asI (q)}q4 in
small q and I (q)}q24 in large q. ~b! Spectral
functions obtained from the inverse-clippin
method,f blend(k) ~solid line!, and modified-Berk
fitting, f mE(k) ~dotted line!.
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;3km. It is intriguing that the second-order maximum w
indistinctly observed inS(q) ~see Fig. 3! at about the same
position, while it is even more emphasized inf blend(k). This
result indicates that the regularity in the periodic structure
higher in the DPB/PB mixture than that in microemulsion
Besides the above difference, we note a difference in
asymptotic behavior off mE(k) at k,km : f blend(k);k6 and
f mE(k);k0. The structure factor calculated usingf blend(k)
is demonstrated in Fig. 5. As expected,S(q) ~open circles! is
quantitatively described in the framework of the CRW mod
~solid line!, if the spectral function is appropriate.

We note in the microemulsion that the spectral funct
obtained from the inverse-clipping method agrees quite w
with f mE(k), obtained from the MB fitting as demonstrate
in Fig. 2~b!. On the other hand, the two spectral functions
the phase-separated structure in the polymer mixture s
larger discrepancies, as shown in Fig. 4~b!. The fundamental
difference between the two systems may be found in
applicability of the spectral function earlier in Eq.~7!: The
Chen model is less applicable to the polymer mixture than
the microemulsion, though the CRW model works quite s
isfactorily for both systems with an appropriate choice
spectral functions.

D. 3D morphology of the DPBÕPB blend generated by the
CRW model and interface curvature measurements

The 3D interfaceexperimentallyobserved by the LSCM
is presented in Fig. 6~a!. The box size is 76.8mm
376.8 mm338.4 mm in theX, Y, andZ directions, respec-
tively. The interface between the DPB- and PB-rich phase
drawn in 3D; the interface colored by gray faces toward
PB-rich phase, while the one colored by white faces tow
the DPB-rich phase. The interdomain repeat distanced esti-
mated from the relationd'2p/qm was 11.5 mm.

The CRW model is good for creating 3D structures th
are consistent with the measured scattering data as lon
the system is isometric and the area-averaged mean curv

FIG. 5. Comparison of the structure factorS(q) ~s! and that
calculated from the CRW model with the spectral function e
mated by the inverse-clipping method,f blend(k) ~solid line!.
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is zero @26#. Figure 6~b! demonstrates the 3D morpholog
for the DPB/PB polymer blend obtained fromf blend(k) on
the basis of the CRW model. We used Eq.~4! with N;2
3104. The repeat distance of the bicontinuous structure w
around 11.3mm, which was obtained from the relationd
'2p/km . The interface observed from the LSCM expe
ments ~‘‘LSCM interface’’! appeared to be smoother tha
that generated by the CRW model~‘‘CRW interface’’!. We
emphasize here that the structure factor obtained from the
CRW interface quantitatively agreed with that of the LSC
interface.

In order to quantify the interface geometry of the 3D mo
phology generated by the CRW model, probability densit
of the interface curvatures were measured. Details of
method can be found elsewhere@16,27#. Two kinds of cur-
vatures, i.e., the mean,H, and the Gaussian,K, curvatures,
are defined at a point on the interface. They are

H5
k11k2

2
, K5k1k2 . ~12!

Here k1 and k2 represent the two principal curvatures at
point of interest on the interface where the curvatures
measured. The local geometry around the point is charac
ized by the signs and magnitudes of the curvatures. For
ample, a spherical interface, a typical example of the ellip
surface, has positiveK and the sign ofH indicates whether
the spherical domain is a DPB-rich phase or vice versa.
parabolic interface, e.g., a lamellar interface, has zero Ga
ian curvatures. A hyperbolic interface, such as a saddle
surface, has a negativeK. It was found that the roughness o
the interface affects the accuracy of the curvature meas
ments@28#. An index RI, indicating the relative roughness
the interface to the averaged curvature, was introduced
measure of the roughness of the interface~see Table I! @28#.
In generating the CRW interface, the size of the voxel w
varied so that the interface had an RI similar to the LSC
interface. Many points on the interface (;105) were ran-
domly selected in the curvature measurements, from wh
the joint probability density P(H,K) was determined.
**P(H,K)dHdK51 was used for normalization. The shap
of the joint probability density was invariant with furthe

-

FIG. 6. ~a! 3D reconstructed image of the DPB/PB blend
LSCM. ~b! 3D generated image using the CRW model based on
spectral function obtained form the inverse-clipping metho
f blend(k), that was originally estimated from the LSCM 3D stru
ture. The volume is 76.8mm376.8mm338.4mm for each image.
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sampling. FromP(H,K), the probability densities of the
mean curvature,PH(H), and that of the Gaussian curvatur
PK(K), were also calculated:

PH~H ![E P~H,K !dK, PK~K ![E P~H,K !dH.

~13!

Figure 7 showsPH(H) ~a! and PK(K) ~b! for the 3D
interface experimentally measured by LSCM~shown by tri-
angles! and that generated from the CRW model for t
DPB/PB mixture during the SD~shown by circles!. Since
f blend(k) was used to generate the CRW interface, the pr
ability densities of curvatures are expected to be same
tween the two 3D interfaces. Overall features of the pr
ability densities are similar:~i! PH(H) is symmetrical about
H50. The area-averaged mean curvature^H& was essen-
tially zero for both interfaces.~ii ! PK(K) distributed mostly
in the K,0 region, demonstrating that the interface is h
perbolic. The area-averaged Gaussian curvature^K& showed
good agreement for both interfaces.^H& and^K& are listed in
Table I.

However, there exist quantitative discrepancies betw
the two 3D interfaces.PH(H) for the CRW interface is con
siderably broader than that for the LSCM interface. The st
dard deviation ofH, sH , for the CRW interface, was
larger than that for the LSCM interface by a factor of 1
~see Table I!. The standard deviation of the Gaussian cur
ture, sK , was a little bit larger for the CRW interface. On
of the major differences is the fact that the portion ofK.0,
i.e., the elliptic surface, inPK(K) for the CRW interface
(;26.8%) was considerably larger than that for the LSC
interface (;7.2%). These results indicate that the CRW
terface has an excess asperity of the interface, equally
cave and convex to one of the phase-separated dom
compared with the LSCM interface.

Let us now compare the area-averaged curvatures
tained from three independent methods: We obtai
^K& to be 20.0575 and20.0799 mm22 from the LSCM,
the inverse-clipping method, respectively. Following a the
rem proposed by Teubner@29#, i.e., ^K&52(1/6)^k2&, ^K&
520.0855mm22 was obtained for the DPB/PB mixture
Namely, the second moment of the spectral function is
lated to the Gaussian curvature. In Teubner’s meth

TABLE I. Summary of interface related quantities.

CRW model LSCM

f 0.5a 0.4860.01
S/V (mm21) 0.258 0.23160.006
RI b 0.067 0.065
^H& (mm21) 0.00960.008 0.01260.009
sH (mm21) 0.23360.010 0.14560.018
^K& (mm22) 20.057560.0045 20.079960.0103
sK (mm22) 0.15460.007 0.14060.018
d (mm) 11.3 11.561.5

aAssumption in the CRW model.
bRI is defined asA^AD&(u^k1&u1u^k2&u)/2, where^AD& is the aver-
age area of the triagles constituting the interface. RI is an inde
measure the roughness of the interface@28#.
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f mE(k) and the three parameters obtained in the fitting sho
in Fig. 3, were used to estimate the^K&. The essential dif-
ference between the two area-averaged Gaussian curva
from the inverse-clipping method and Teubner’s method
the difference between the spectral functions used in the
timation. The principal curvatures roughly estimated fro
^K& via A2^K& are, respectively, 0.239, 0.282, an
0.292 mm21 for the LSCM , the inverse-clipping method
and Teubner’s method. Thus, as far as the area-averaged
vatures are concerned, both the inverse-clipping method
the MB model gave about 20% error compared with the t
value obtained from the LSCM. Note that^H& is essentially
zero for every method.

V. CONCLUSIONS

Within the framework of the clipped-random-wav
model, a method~‘‘inverse-clipping method’’! was proposed
to determine the spectral functionf (k) from scattering data
without anya priori assumptions. The spectral function d
scribes the essential features of two-phase morphologies
thus has central importance in the CRW model. Small-an
neutron scattering data from a three-component microem
sion was used to test the validity of the method. The spec
function obtained from the inverse-clipping method came
in excellent agreement with the one proposed by Chenet al.
@4#, which has so far been used extensively to explain
scattering data in microemulsions.

The inverse-clipping method was then applied to estim
the spectral function of the bicontinuous structures of a po
mer blend. A three-dimensional~3D! image of the interface
was obtained by laser scanning confocal microscopy. T

FIG. 7. Probability densities of~a! mean curvaturePH(H) and
~b! Gaussian curvaturePK(K) obtained from the CRW model to
gether withf blend(k) ~s! and those from LSCM 3D interface (n).
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structure factor was calculated by taking a 3D Fourier tra
formation of the 3D LSCM image of the interface, fro
which the spectral functionf blend(k) was obtained by the
inverse-clipping method. It had a shoulderlike maximum
k;3km , demonstrating a high regularity of the periodici
of the structure. This is in strong contrast with the spec
function for the microemulsions that has only a single bro
maximum. This result demonstates that the thermal no
plays a more significant role in microemulsions than in
polymer blend.

A 3D image of the interface was generated with t
knowledge off blend(k), which was subjected to the curva
ture distribution measurements. The obtained curvature
tributions were compared with those experimentally eva
ated from the LSCM 3D image. Overall features of t
morphology were successfully reproduced by the CR
model with f blend(k). However, it seems that the CRW
model generated excess asperity to the interface; the stan
deviation of the mean curvature was considerably larger
the CRW interface than for the LSCM interface, and a la
portion of the interface belonged to the elliptic surface.
far as the area-averaged values are concerned, the
averaged mean radius of the interface differs by about 2
which is reasonable under some assumptions made in
CRW model.

A method of finding out the real-space morphology of
interfacial structure in porous materials is appealing in g
.
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eral to researchers in complex fluids. For systems with
crometer length scales, LSCM can be used to obtain the
terfacial structuresexperimentally. However, for 100-Å scale
structures, one needs to use SANS and somehow find a
to visualize the possible morphology that is consistent w
the scattering data. The CRW model is one of the answer
the problem. It is the theory for any arbitrary isotopic poro
material, if we know how to find the spectral function. S
far, one class of spectral function applicable to this spe
class of materials, e.g., microemulsions, is known. T
inverse-clipping method proposed in the present paper of
the way to find the spectral functiondirectly from the scat-
tering data without any assumption~except for isotopic
structures!. Comparisons between 3D structures observed
experimental methods such as LSCM and the CRW mo
with the inverse-clipping method deserve further study
test the availability of the CRW model not only for the no
equilibrium systems, e.g., polymer blends, but also for eq
librium systems.
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